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From Fairy Dust to Forecasts: Transformers at Work

Get sequence 
data 

Parallel 
processing 

Handle 
huge 
datasets 

Enable smarter 
risk management, 
fraud detection, 
load forecasting, 
trading 
strategies…
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The Complexity of Transformers
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Source: arXiv:1706.03762



Architectural Deep Dive
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Input

Output e.g., Encoder:

Source: https://towardsdatascience.com/transformers-explained-visually-part-1-overview-of-functionality-95a6dd460452/



The Attention Mechanism: The Transformer’s Secret Sauce
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• Attention = focus mechanism
• Lets model highlight relevant parts of input sequence
• Similar to human reading: context matters, not words in isolation: 

➢ „The risk manager rejected the position because it was too big.“

Source: https://medium.com/@nitinmittapally/understanding-attention-in-transformers-a-visual-guide-df416bfe495a

Attention – Think of it as a Library
• Query (Q): Your specific question or research 

topic 
• Keys (K): Keywords or tags on the book spines
• Values (V): The actual content inside the books



The Attention Mechanism: The Transformer’s Secret Sauce
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Attention(Q,K,V) = 

Source: https://medium.com/@nitinmittapally/understanding-attention-in-transformers-a-visual-guide-df416bfe495a

• Q x K^T computes the similarity between your 
query and all available keys (how relevant each 
book is)

• d_k is just a scaling factor to keep the numbers 
manageable

• softmax converts these similarities into 
percentages (80% from this book, 15% from that 
one, 5% from another)

• V contains the actual information you extract 
(weighted by those percentages)



Transformers in Practice: PyTorch Forecasting
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➢ Implementation of Temporal Fusion Transformer (Lim et al., 2020)

Source: arXiv:1912.09363 



Transformers in Practice: PyTorch Forecasting
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Source: arXiv:1912.09363 

• Forecasts the behavior of the time series, 
BUT: solid theory is missing, i.e., much of it 
runs on heuristics

• Interpretable Attention: How impactful 
were past events on today’s forecast?



High Memory Demand During Training

• High number of parameters
• Limited context window: strictly 

limits the available context and 
prevents memory overflow

• BUT: significantly restricts the 
model’s ability to learn from long 
histories

• Computationally expensive and 
high energy consumption

• Sustainability and accessibility 
remain major challenges
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Black-Box Character & Interpretability
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hidden_size=64,attention_head_size=4,
dropout=0.
➢ 432 K Total params 

hidden_size=16,attention_head_size=1,
dropout=0.1
➢ 30.6 K Total params 



Summary – No Fairy Dust Required
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Powerful tool, 
BUT:

Garbage In, 
Garbage Out

Attention Can 
Be Distracted

Overfitting to 
Noise

Computationally 
Expensive Not Magic
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